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Abstract— Traffic density and flow are important inputs for an intelligent transport system (ITS) to better manage traffic congestion. This 
paper proposes a cost effective traffic congestion detection system by using image processing algorithms and a combined Support Vector 
Machine (SVM) classifier and thereby demonstrates the efficiency of using key informative metrics like edge and texture features in real 
time. Effectiveness of the proposed method of classifying traffic density states is demonstrated on real time traffic images taken at different 
time periods of a day in Bangalore city. 
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1 INTRODUCTION                                                                     
eavy traffic congestion poses a big problem in almost all 
capital cities around the world, especially in developing 
regions resulting in massive delays, increased fuel waste 

and monetary losses..To reduce traffic congestion, various 
traffic management techniques are being developed continu-
ously. ITS being one among them uses advanced applications 
which aims to provide innovative services relating to different 
modes of transport and traffic management thus enabling var-
ious users to be better informed and make safer, more coordi-
nated, and 'smarter' use of transport networks. Traffic density 
is required by the ITS to operate other higher level functionali-
ties such as sequencing traffic lights and organizing control 
signals. The Loop Detector (LD) is one of the most widely ap-
plied techniques in detecting the traffic density. The paper by 
Luigi DI Stefano et al., “Evaluation of Inductive-Loop Emula-
tion Algorithm for UTC Systems” uses LD. A loop detector is 
installed close to an intersection point and triggers some sig-
nals once a vehicle passes over the LD. The accumulated out-
put signals from an LD estimates the traffic flow passing in the 
area where the LD is installed. However, an LD has limitations 
due to its difficulties in installation and maintaining [1]. 

To overcome the problem of LD, the paper by Zhidong Li et 
al., “On Traffic Density Estimation with a Boosted SVM Classi-
fier “ aimed to develop a Virtual Loop Detector (VLD) that 
simulates a real LD by using a machine learning approach to 
detect the traffic density in real-time. The paper proposes a 
boosted SVM classifier with some informative features to dis-
tinguish between a zero-occupancy (ZO) state and a non-zero-
occupancy (NZO) state. Here, the traffic density is defined as 
the occupancy of vehicles on a road surface [1]. The outputs 
from the VLD are used to detect the traffic density at a given 
Region of Interest (ROI). However, the complexity of combin-
ing the results of individual SVMs is higher. 

In this paper SVM classifiers are used to classify the traffic 
density into a high or low state. Instead of Adaboost [1], the 
complexity has been reduced by applying the product rule on 
the results of individual SVMs. Only critical texture and edge 
features such as energy, uniformity etc. are selected. There-
fore, the sizes of the feature vectors are reduced, optimizing 
feature extraction.   
This paper uses image processing algorithms for feature ex-

traction that can be used to analyze CCTV camera feeds from 
traffic cameras which will further help the SVM to detect and 
classify traffic congestion levels into low density or high den-
sity in real time. If in a continuous flow of images, a majority 
of the images is classified as high density, a traffic congestion 
warning is sent to the respective authority.  

2 ALGORITHM DESCRIPTION 
System flow of the proposed algorithm is shown in Fig.1, 
which comprises of feature extraction, SVM training, and real-
time traffic congestion detection as three main components. 
An ROI area is manually defined to indicate the coverage re-
gion of a VLD across the images [1]. The traffic density classi-
fication is in terms of low and high density of traffic. 

 
Fig. 1 System flow of the proposed algorithm 
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3 FEATURE EXTRACTION 
Used in both pattern recognition and image processing, fea-
ture extraction is a special form of dimensionality reduction. 
Transforming the input data into the set of features is called 
feature extraction. If the features extracted are carefully chosen 
it is expected that the features set will extract the relevant in-
formation from the input data in order to perform the desired 
task using this reduced representation instead of the full size 
input. 
 Features are efficient in distinguishing between the traffic 
density states in this system. Enhanced texture and edge fea-
tures are used as they are efficient in distinguishing the traffic 
density states and are not too sensitive to illumination changes 
[13]. The gray scale image is the input for the proposed algo-
rithm. Further ROI selection is the preprocessing applied to 
the input image. 
 
3.1 Edge Feature Extraction 
Edges are significant local changes of intensity in an image. 
Edges typically occur on the boundary between two different 
regions in an image. Edge features are supposed to reflect the 
fact that more vehicles on the road would result in more edges 
in the image. In this paper, an Edge Orientation Histogram 
algorithm is applied to the ROI area [14]. 
To extract edge features, the basic idea is to build a histogram 
with the directions of the gradients of the edges (borders or 
contours). The gradient is the change in gray level with direc-
tion. This can be calculated by taking the difference in value of 
neighboring pixels. The detection of the angles is possible 
through Sobel Operators. The next five operators could give 
an idea of the strength of the gradient in five particular direc-
tions (Fig.2). 

 
Fig. 2 The Sobel masks for 5 orientations:  (a): vertical, (b): horizontal, (c) 
and (d): diagonals, (e): non-directional 

The input to the Edge Orientation Histogram algorithm is the 
source image which consists of the path to the ROI. The out-
put is a vector with 5 dimensions representing the strength of 
the gradient in the five directions – horizontal, vertical, diago-
nals, non-directional. We first calculate the size of the image in 
terms of width and height and build a matrix with the same 
size and 5 dimensions to save the gradients for each direction. 
The filter for each direction is applied to the source image and 
the result is stored in the matrix created. The maximum gradi-
ent is obtained from the matrix and the type of the gradient is 
used to build the histogram. To eliminate redundant gradi-
ents, canny edge detection is applied to the source image. The 
type of maximum gradient is multiplied with the resulting 
image after applying edge detection. To build the histogram, 
the image is divided into clips and the histogram is built for 
each clip with 5 bins [14]. Then, the values of the histogram for 
each clip are averaged over each direction to obtain a final 
vector of 5 dimensions. 

 
3.2 Texture Feature Extraction 
Considering vehicles as the 'grains' in the texture, more cars 
residing in the Region of Interest brings a coarser texture 
while fewer or no vehicles would have a closer texture distri-
bution to the road surface itself [1]. 
In this paper, the method adopted by Zhidong Li et al is ap-
plied to calculate the texture statistics [1].  
Firstly, the ROI input image is scaled into 16 gray levels.  
Secondly, the first order statistics are calculated. First order 
measures are statistics calculated from original image values 
and do not consider the pixel neighborhood relationships. 
Let L be the number of distinct gray levels and z be the ran-
dom variable denoting the gray-levels,  then p (zi), (where i=0, 
1,...L-1), is the probability of a gray level occurring in an im-
age. To calculate the probability of occurrence of intensities, 
first a histogram of intensity is built with 16 levels each repre-
senting a gray level. Then, the length for each gray level is 
divided with total number of pixels to obtain the probability 
of its occurrence. 
We then calculate the 5 dimensions used for 1st order statistics. 
The dimensions are: Mean, Overall Standard deviation (SD), 
R-Inverse variance (IV), Overall uniformity, Overall Entropy.                   
Thirdly, the second order statistics are calculated- 
To calculate the second order statistics, the positional opera-
tors used are: 0°, 90°, 45°, 135° with a distance of 1 unit. The 
symmetric GLCM and its corresponding statistical descriptors 
are calculated for each image with each positional operator. 
It’s descriptors are then averaged over the four angles to give 
a rotationally-invariant texture feature description. 
Let cij be a normalized element of a GLCM where i is the row 
position and j is the column position. The texture descriptors 
used are: Angular Second moment (ASM), Dissimilarity, En-
ergy, Contrast, and Correlation. 
 
3.3 Construction of Feature Vectors 
Each image is represented by two separate feature vectors 
consisting of texture and edge features respectively.  
V = [ t1 t2 t3 t4 t5 t6 t7 ] 
E = [e1 e2 e3 e4 e5] 
In the texture vector V, ti (where i=1, 2, 3…7) represents the 
texture feature dimension. Only selected features are consid-
ered for the vector as explained in Chapter 5. t1 represents 
Inverse variance, t2- Uniformity, t3- Entropy, t4- ASM, t5- Dis-
similarity, t6- Energy, and t7- Correlation. In the edge vector E, 
ej (where j=1, 2...5) represents the edge feature dimension. e1 
to e5 represents the number of pixels with increasing intensity 
in the direction of maximum gradient, where e5 represents the 
number of pixels of maximum intensity in the direction of 
maximum gradient. 

4 COMBINED CLASSIFIER 
SVM is mainly used for classification. In the training phase, 
the input fed to the SVM is the feature vector extracted from 
the images. In this work, two SVM classifiers are trained with 
the edge feature vectors and texture feature vectors extracted 
from the sample training images respectively. After fitting the 
model, the feature vectors extracted from sample testing im-
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ages are fed into the respective SVM. The output is in terms of 
probability of the test image belonging to each class, low den-
sity and high density. The proposed algorithm aims at com-
bining the results of the SVM on edge feature vector and SVM 
on the texture feature vector to improve the efficiency, using 
product rule. Product rule is an effective method to combine 
classifiers trained with different image descriptors. When the 
classifiers have small errors and operate in independent fea-
ture spaces, it is very difficult to combine their (probabilistic) 
outputs by multiplying them. Thus, this product rule is used 
to determine the final decision.  First the posterior probability 
outputs Pj k (xk) for class j of n different classifiers is combined 
with the product rule as shown in (1). 

                                                                                                 

    )(x  )....x(x     k

1

n  1
j

n

kj PP
=

= π        (1)                                                                                    

 
Where xk is the pattern representation of the kth descriptor. 
Then the class with the largest probability product is consid-
ered as the final class label belonging to the input pattern [16]. 

 
Fig. 3 Flow diagram of combined classifier 
 
 
 

5 EXPERIMENTAL RESULTS AND DISCUSSION 
This work uses traffic images taken from the cameras installed 
at various junctions by the Bangalore Traffic Police. This con-

tains both day time and night time images. Different ap-
proaches evaluated in this paper include an SVM with the tex-
ture feature, an SVM with the edge feature and combining 
both texture and edge features using product rule. The train-
ing data covers day time and night time images and similarly 
the testing is evaluated on the images covering both day and 
night images. Fig. 4, Fig. 5 shows some sample preprocessed 
training images used. Fig. 6 shows a few preprocessed testing 
samples used.  

 
Fig. 4 Sample preprocessed training images-High density at day 
 

 
 
Fig. 5 Sample preprocessed training images- Low density at day: Low1-5, 
Low density at night: NLow1-4 
 
 

Test1 Test2 Test3 Test4 

H1 H2 H3 H4 

L1 L2 L3 L4 

NL1 NL2 NL3 NL4 
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Test5 

 

Test6 Test7 Test8 

Test9 Test10 Test11 Test12 

Fig. 6 Sample preprocessed testing images 
 
The edge results obtained after applying edge histogram de-
scriptor is given in Table 1, which gives the strength of the gra-
dient. It shows the number of pixels with varying intensity in 
the direction of maximum gradient. Here, E1 is the number of 
pixels with minimum intensity; E5 is the number of pixels with 
maximum intensity in the direction of maximum gradient. It is 
observed that the value for number of pixels of maximum in-
tensity in the direction of maximum gradient have increased for 
high density, i.e., E5 have increased for high density in day time 
because there are more number of edges in that direction. 
 
The texture results shown in Table 2 reflect that for images 
with low density of traffic, the pixel distribution will be closer 
to the road surface. As it is seen in Table 2, the values for 
ASM, Energy(Eng.), Uniformity (Unf.), IV increase for images 
with low density of traffic. 
Since for images with high density of traffic, there is more var-
iation around the mean, and more difference in gray levels, 
the values for dissimilarity(Diss.), entropy(Ent.) increase for 
those  images. As it is seen in Table 3, there is no significant 
trend in the variations of values for mean and standard devia-
tion(SD). Hence, it has been decided to remove those features 
from the texture vector as they may create problems for the 
SVM to classify accurately. Also, after extracting texture vec-
tors for more images, it was found that the values for contrast 
do not show a significant trend. Hence, this feature has not 
been considered in the final texture vector used for training. 
TABLE 1 RESULTING FEATURE VALUES AFTER APPLYING EDGE ORI-

ENTATION HISTOGRAM 
 

 
 

TABLE 2 RESULTING TEXTURE FEATURE VALUES 
Images ASM Diss. Corr. Eng. Ent. IV Unf. 

L1 0.26 0.34 0.76 0.52 2.21 0.25 0.34 

L2 0.30 0.37 0.72 0.55 2.08 0.27 0.38 

L3 0.11 0.44 0.79 0.32 2.77 0.15 0.18 

L4 0.18 0.39 0.79 0.42 2.49 0.20 0.26 

NL1 0.14 0.35 0.75 0.38 2.40 0.19 0.23 

NL2 0.14 0.33 0.79 0.37 2.52 0.17 0.21 

NL3 0.12 0.43 0.77 0.35 2.61 0.17 0.20 

NL4 0.14 0.35 0.77 0.37 2.46 0.18 0.22 

H1 0.05 0.76 0.84 0.23 3.30 0.11 0.12 

H2 0.06 0.70 0.82 0.25 3.09 0.13 0.15 

H3 0.06 0.80 0.80 0.24 3.15 0.12 0.14 

H4 0.06 0.65 0.85 0.24 3.19 0.12 0.13 

 
 
 
 
 
 
 
 
 
 

 
TABLE 3 RESULTING DISCARDED TEXTURE FEATURE VALUES 

 
Images Contrast Mean SD 

Ima- 
-ges 

                           Number of pixels of 
Min. Intensity in direction        Max. Intensity in  direction 
of maximum gradient                of maximum gradient 

E1 E2 E3 E4 E5 
L1 4.801e+02 2.603e-17 2.778e+01 1.506e-18 6.25e-02 
L2 4.801e+02 2.603e-17 2.778e+01 1.506e-18 6.25e-02 
L3 4.816e+02 2.611e-17 2.630e+01 1.425e-18 6.422e-02 
L4 4.802e+02 2.603e-17 2.771e+01 1.502e-18 6.251e-02 

NL1 2.769e01 9.155e-04 4.803e+02 6.256e-04 2.736e-02 
NL2 2.769e+01 6.408e-04 4.803e+02 2.899e-04 2.899e-04 
NL3 2.765e+01 8.544e-04 4.803e+02 3.967e-04 3.199e-02 
NL4 2.771e+01 9.353e-03 4.803e+02 5.416e-03 4.470e-03 
H1 5.074e02 2.750e-17 3.243e-01 1.758e-20 2.607e-01 
H2 5.070e+02 2.748e-17 1.275e-01 6.914e-21 8.871e-01 
H3 5.032e+02 2.764e-10 3.013e+00 1.633e-19 1.813e+00 
H4 5.075e+02 2.751e-17 1.286e-01 6.976e-21 3.286e-01 

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research, Volume 4, Issue 11, November-2013                                                               211 
ISSN 2229-5518 

IJSER © 2013 
http://www.ijser.org  

L1 1.01 109    41.71 

L2 1.18 117 53.26 

L3 1.20 77 35.07 

L4 1.12 82 36.19 

NL1 0.96 61 31.2 

NL2 0.89 62 31.4 

NL3 1.29 67 32.7 

NL4 0.92 64 31.9 

H1 2.21 259 64.19 

H2 1.89 88 37.48 

H3 2.37 98 39.55 

H4 1.72 112 42.28 

 
We have trained the SVMs with around 430 images which in-
clude day and night images. Table 4 shows the results of tex-
ture SVM and edge SVM for 12 sample test images. The results 
are classified into probability of low density, probability of 
high density for texture SVM and edge SVM .The cross marks 
“×” indicates wrongly predicted results. Texture SVM has 4 
wrongly predicted results, edge has 3 wrongly predicted re-
sults .From the results in Table 4, it is observed that edge SVM 
is more efficient in distinguishing the traffic density states as it 
gives less incorrect predictions in comparison with texture 
SVM. 
 
Table 5 shows the results of the combined classifier that is 
combination of texture SVM and edge SVM. Here cross mark 
“×” indicates the wrongly predicted results. It is observed that 
after combining the individual SVM outputs the number of 
incorrect predictions has decreased. Texture SVM has 4 incor-
rect predictions, edge SVM has 3 incorrect predictions but 
combined Classifier has only 2 incorrect predictions. Thus the 
combined classifier has improved the classification accuracy. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

TABLE 4 RESULTS OF TEXTURE SVM AND EDGE SVM 
 

 Texture SVM Edge SVM 

Images Probability Probability Probability Probability 

of low den-

sity 

of high 

density 

of low den-

sity 

of high 

density 

Test1 0.12 0.88 0.9              × 0.1 

Test2 0.41           × 0.59 0.9 0.1 

Test3 0.44 0.56 0.88            × 0.12 

Test4 0.80 0.20 0.9 0.1 

Test5 0.66 0.34 0.9 0.1 

Test6 0.21           × 0.79 0.9 0.1 

Test7 0.37           × 0.63 0.9 0.1 

Test8 0.10 0.90 0.4 0.6 

Test9 0.72 0.28 0.9 0.1 

Test10 0.58 0.42 0.9 0.1 

Test11 0.49           × 0.51 0.89 0.11 

Test12 0.24 0.76 0.89            × 0.11 

 
TABLE 5 RESULTS OF COMBINED CLASSIFIER 

Images Texture SVM Edge SVM Combined 

SVM 

Probability 

of low 

density 

Probability 

of high 

density 

Probability 

of low 

density 

Probability 

of high 

density 

Class Label 

Test1 0.12 0.88 0.9          × 0.1 High den-
sity 

Test2 0.41        × 0.59 0.9 0.1 High den-
sity × 

Test3 0.44 0.56 0.88        × 0.12 High den-
sity 

Test4 0.80 0.20 0.9 0.1 Low den-
sity 

Test5 0.66 0.34 0.9 0.1 Low den-
sity 

Test6 0.21        × 0.79 0.9 0.1 Low den-
sity 

Test7 0.37        × 0.63 0.9 0.1 Low den-
sity 

Test8 0.10 0.90 0.4 0.6 High den-
sity 

Test9 0.72 0.28 0.9 0.1 Low den-
sity 

Test10 0.58 0.42 0.9 0.1 Low den-
sity 

Test11 0.49        × 0.51 0.89 0.11 Low den-
sity 

Test12 0.24 0.76 0.89        × 0.11 Low den-
sity × 

6  CONCLUSION 
This work proposes a method for traffic density estimation 
using image processing and machine learning.Images are tak-
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en from the live camera feed.The preprocessing done on these 
images converts them into gray scale versions and identifies 
the ROI.The ROI is used for further processing. 
From the values obtained in Table 1,it is obsereved that the 
values for the number of pixels of maximum intensity in the 
direction of maximum gradient have increased for high densi-
ty,where the gradient refers to the change in gray level with 
direction. 
From Table 2 it is observed that features like Dissimilarity, 
Correlation, Entropy have increased for high density, whereas 
features for ASM, Energy, IV, Uniformity values have in-
creased for low density.The reasons for which were discussed 
earlier.After obtaining the featuresfor edge and texture, fea-
ture vectors were constructed. 
As seen in Table 4 It is observed that the edge SVM shows 
slightly more efficiency than texture SVM. 
From the results in Table 5 it is observed that number of incor-
rect predictions have decreased compare to individual SVM 
and an overall efficiency of 95% is obtained. 
In this work, 5 cosecutive images with a time gap of 1 minute 
are passed. These images are classified as low or high density 
and based on value a congestion alert is provided to respective 
authorities.As 5 images are passed, the threshold value is set 
as 3.If 3 or more images shows high density, then the final 
result shows traffic congestion.The results match our expecta-
tion.This work can be extended to further junction of Banga-
lore city and future enchacement can be provided to remove 
shadows.   
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